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Hydrogen defects in tetragonal ZrO2 studied using
density functional theory†

Mostafa Youssef and Bilge Yildiz*

In the energy-structure paradigm, we analyzed the defects that can arise in tetragonal zirconium oxide

(T-ZrO2) involving the hydrogen atom or the hydrogen molecule using density functional theory. Our

results indicate that the dominant hydrogen defect under reducing conditions is H�O, a complex formed

between the hydride ion and a doubly charged oxygen vacancy. This result is consistent with the

experimental observation that under reducing conditions, the solubility of hydrogen is proportional to

the degree of hypostoichiometry of T-ZrO2. Under oxidizing conditions we found three different

hydrogen defects, each predominating in a specific range of the chemical potential of electrons. Starting

from the valence band top toward the conduction band bottom, these defects are the interstitial proton,

H�i , a complex formed between two hydrogen species and a zirconium vacancy with a net effective

charge of (2�), ð2HÞ
00

Zr, and finally a complex similar to the latter but with a net effective charge of (4�),

H2ð Þ
00 00

Zr. In ð2HÞ
00

Zr the two hydrogens exist in the form of hydroxyl groups, while in H2ð Þ
00 00

Zr they exist in the

form of a hydrogen molecule. In addition, we found that up to three hydrogen species can favorably

accumulate in a zirconium vacancy under oxidizing conditions. The clustering of hydrogen in cation

vacancies can be a precursor for the deleterious effects of hydrogen on the mechanical properties and

stability of metal oxides, in analogy with hydrogen embrittlement in metals. Finally we observed a red-

shift and a blue-shift for the vibrational frequencies of all the hydroxyl groups and all the hydrogen

molecules, respectively, in T-ZrO2 when compared to the gas phase frequencies. This is an important

characteristic for guiding future experimental efforts to detect and identify hydrogen defects in T-ZrO2.

The insights presented in this work advance our predictive understanding of the degradation behavior of

T-ZrO2 as a corrosion resistant passive layer, as a gate dielectric and in biomedical applications.

1. Introduction

The hydrogen atom (H), the di-hydrogen cation (H2
+), and the

heavy hydrogen nucleus (2H) are the simplest model systems and
standard textbook examples in quantum mechanics, molecular
orbital theory, and nuclear physics, respectively. In spite of this
apparent simplicity of hydrogen, its interactions in condensed
matter are nontrivial and lead to a variety of complex phenomena
such as hydrogen embrittlement,1 hydrogen multicenter bonds,2

and the elusive hydrogen bond3 to name but a few.
A condensed matter system of utmost technological impor-

tance is zirconium oxide (ZrO2). Zirconia’s applications include
protection against corrosion of nuclear fuel rods,4 fuel cell
electrolytes,5 gate dielectric for metal oxide semiconductor devices,6

and hip implants.7 The tetragonal phase of zirconia (T-ZrO2) stands
out as the corrosion resistant,4 mechanically the toughest,8,9

and the one with the highest dielectric constant among the
three low-pressure polymorphs of zirconia (monoclinic, tetra-
gonal, and cubic).

The goal of this paper is to unravel the complex interaction
between hydrogen and tetragonal zirconium oxide. In particular
we used density functional theory to study the energy and structure
of hydrogen point defects and defect complexes that can arise
in T-ZrO2. The urge to thoroughly understand the physics of
hydrogen defects in T-ZrO2 arises in different fields. We briefly
describe here three examples.

In light water nuclear reactors zirconium alloys are used as
cladding for the nuclear fuel. Zirconia passive layers grow on
the cladding alloy due to the corrosion of zirconium in high
temperature water.10 Hydrogen is a byproduct of the corrosion
reaction and a fraction of it penetrates the zirconium oxide
layers until it reaches the zirconium metal and eventually
hydrogen degrades the metal in a process known as hydrogen
embrittlement.11 Since zirconia, and especially the tetragonal
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phase that is interfacing with the metal,4 is the route for
hydrogen to reach the underlying metal, it is necessary to
understand the form in which hydrogen can exist in T-ZrO2.
This knowledge can then be used for assessing the mobility of
the relevant hydrogen defects and ultimately their diffusion
kinetics towards the metal/oxide interface.

Zirconia was suggested to replace silica in metal oxide
semiconductor devices due to its good thermal stability and
high dielectric constant.6 However, hydrogen is unintentionally
incorporated in ZrO2 films during the manufacturing process.
Some of the incorporated hydrogen persists in the oxide in spite of
post annealing. The adverse consequence is that certain forms of
hydrogen defects can lead to undesirable fixed charge in the oxide12

and can further reduce its dielectric constant.13 Thus, mitigating
these adverse effects of hydrogen requires a fundamental under-
standing of how it exists in zirconia films which can contain the
tetragonal phase after the annealing process.6

Our final example comes from the biomedical applications
of zirconia as in hip implants and dental restorations. These
applications of zirconia rely on stabilizing the tetragonal
phase since it exhibits high fracture toughness. However, the
continuous exposure of T-ZrO2 to moisture in a range of
temperatures (30–300 1C) leads eventually to an expansive
phase transformation to the monoclinic phase. The volume
expansion accompanying this phase transformation leads to
severe degradation and cracking of the oxide and hence limits its
long term stability during usage. This phenomenon is known as
the low temperature degradation of T-ZrO2.8,9 All the attempts to
explain and overcome this phenomenon relate to hydrogen
defects that appear in T-ZrO2 as a consequence of water splitting
on the surface of the oxide.8,9

Although the above examples clearly point toward the need
for a thorough and a fundamental understanding of hydrogen
defects in tetragonal ZrO2, up until now this has not been
realized. The earliest attempts to elucidate the types of hydro-
gen defects in zirconia and particularly the tetragonal phase
were motivated by the nuclear industry as described in the first
example above and relied on the measurement of hydrogen
permeability and solubility in zirconia.14,15 Collectively these
experiments suggested that, under reducing conditions, oxygen
vacancies are needed for the dissolution and migration of
hydrogen in ZrO2. More recently, muon spin spectroscopy
experiments16 were performed on wide band gap oxides and
focused on identifying the charge state of interstitial hydrogen
(indeed the analysis did not account for any possibility of
hydrogen trapping in the native defects). The results suggested
that in monoclinic ZrO2 neutral interstitial hydrogen, H�i ,
predominates at low temperatures (10–100 K) while at higher
temperatures (300–600 K) a diamagnetic form of hydrogen, H�i
or H

0
i , predominates.

Atomistic simulations using density functional theory (DFT)
were proved to be a powerful tool in studying hydrogen defects
in metals,17–20 and semiconductors and insulators.2,21–29 In spite
of this, only very few studies have appeared recently to address
specific types of hydrogen defects in monoclinic21,22 and yttria
stabilized cubic zirconia.30 For tetragonal zirconia, Shluger et al.,

in their review article about atomisitc simulation of defects in
wide band gap oxides,6 considered performing a brief DFT
comparison between the interstitial proton and the interstitial
neutral hydrogen atom. They showed that the interstitial proton is
stable and binds to one of the lattice oxygens to form a hydroxyl
group, while the neutral interstitial hydrogen is only metastable
and the electron delocalizes immediately leaving the interstitial
proton behind upon thermal activation.

Given the importance of deciphering the nature of hydrogen
defects in T-ZrO2, and the current status of our limited knowledge
about these defects, we performed a comprehensive DFT investi-
gation of the energetics and structure of hydrogen defects and
defect complexes in T-ZrO2. We identified the hydrogen defects
that predominate separately under oxygen rich and oxygen poor
conditions. In addition, we introduced a thorough formulation for
the binding energy of a defect complex with physical constraints,
and with it, quantified the thermodynamic stability of the
complexes that forms between the hydrogen and the native
defects of T-ZrO2. Finally, we examined the electronic and
atomic structure of all hydrogen-related defects and computed
the vibrational frequencies of the hydroxyl group or hydrogen
molecule that may exist in these defects. The latter computa-
tion is useful in guiding future experimental efforts to detect
and identify hydrogen defects in T-ZrO2.

2. Theoretical and
computational approaches
2.1 Defect structures and charges

We considered the defects that can arise in bulk tetragonal
zirconia due to both hydrogen atom and hydrogen molecule.
These defects can be classified according to the lattice site as an
interstitial, a complex with an oxygen vacancy and a complex
with a zirconium vacancy. The native interstitial defects were found
to have very low concentrations31 and hence their complexes
with hydrogen were not considered here. We describe here the
structures we investigated for these defects and the logic
behind the charge states that we examined for each.

The initial guess for hydrogen complexes with native vacancies
was obtained by replacing zirconium or oxygen with a hydrogen
atom or molecule. In the case of the molecule, the center of the H2

molecule was placed coincident with the site that was originally
occupied by oxygen or zirconium. We considered 5 possible orienta-
tions of the H2 molecule in 5 nonequivalent crystallographic direc-
tions which are h001i, h100i, h110i, h101i, and h111i. In most cases
after relaxation, the molecule splits into two hydrogen species, as
will be presented in the Results and discussion section.

We performed an extensive search for the lowest energy
interstitial site for the mono-hydrogen. We considered five dumbbell
configurations (in some literature termed anti-bonding sites)
formed by the lattice oxygen and the interstitial hydrogen in the
crystallographic directions h001i, h100i, h110i, h101i, and h111i,
and two dumbbell configurations formed by the lattice zirconium
and the interstitial hydrogen in h001i and h100i. We also examined
two so-called bond center sites by inserting the interstitial hydrogen
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at the center of the bond between zirconium and oxygen. There
are two distinct bond center sites because of the tetragonal
distortion of the oxygen columns in tetragonal zirconia. Finally,
we considered interstitial hydrogen in the octahedral site,
i.e., in the middle of the conventional unit cell of T-ZrO2 and
in two crowdion sites in the directions h001i and h100i. The
interstitial hydrogen molecule was examined by placing its
center in the octahedral site and allowing it to take one of five
orientations in the directions h001i, h100i, h110i, h101i and h111i.
For illustration, we show in Fig. 1 representative examples of the
defect structures that we summarized above.

For each one of the hydrogen defect configurations described
above, we examined multiple possible charge states. The rationale
behind what was considered as a possible charge state is the
following. We regard the zirconium vacancy, oxygen vacancy, and
both the atomic and molecular interstitial hydrogens as elementary
defects. Each of these elementary defects, D, can have a charge state
that ranges from qD

min to qD
max. The values of these two extrema were

taken to be (4�,0), (0,2+), (�,+) and (�,+) for zirconium vacancy,
oxygen vacancy, and atomic and molecular interstitial hydrogen,
respectively. For both the cation and anion vacancies, a wider range
of charge states is possible, however, modeling these extra charge
states need computationally expensive non-local DFT functionals
and they are anticipated to have high formation energies.32–34 When
a complex is formed as the union of two elementary defects (D1,D2),
its charge state can in principle take any value in the range

from qD1
min þ qD2

min to qD1
max þ qD2

max. This simple rule sets the ground
for a systematic way to investigate the possible charge states for
charged defect complexes.

However, not every charge state expected for the defect
complex based on the previous rule can be actually realized.
As extensively discussed in ref. 35 and 36 certain charge states

(including neutral) may not be possible to realize because the
last added electron (hole) does not localize on the defect and
favors relaxation into the conduction (valence) band. Examining
the charge density and the net spin density, and performing
Bader charge analysis37,38 in addition to the criteria suggested in
ref. 35 were our tools to investigate and decide charge localiza-
tion on the defect. Kröger–Vink notation for charged defects will
be used throughout the paper.

So far we have presented a systematic way to investigate the
possible configurations and charge states of atomic and mole-
cular hydrogen defects in T-ZrO2. However, there is evidence
both from our results discussed below and from prior DFT
calculations39 on Al2O3 that hydrogen can cluster in the cation
vacancy. This phenomenon can have a significant deleterious
impact on the mechanical stability of metal oxides as hydrogen
is known to be a bond breaker.26 As a technological consequence of
this, the metal oxide can fail to act as a protective passive layer for
the underlying metal in a corrosive environment. Thus, it is
important to quantify the energetics and understand the structure
of these clusters in order to assess any potential degradation of the
mechanical properties of the metal oxide. However, once the
number of hydrogen species in a defect exceeds two, the possible
configurations and charge states become intractable. In spite of
that our systematic investigation guided us to intuitively consider
only two important clusters between hydrogen and zirconium
vacancy. Those are (3H)Zr in the charge state (�) and (4H)Zr in
the charge state (0). The rationale behind our choice of those two
particular defects will be examined in detail in Section 3.2. Here we
suffice to state that these combinations of the number of hydrogen
species and the charge of the defect lead to hole-free oxygen ions
around the defect which is energetically favorable.

2.2 Defect energetics

The abundance and stability of hydrogen defects were character-
ized by two energy metrics; the formation energy and the binding
energy, respectively. While the former metric is applicable to any
defect, the latter is devoted to complexes. The theoretical formalism
to understand the energetics of defect equilibria is detailed
elsewhere;31,40 here we summarize the relevant notions.

The formation energy of a defect D with charge q is denoted
by Ef

D,q and defined as:

Ef
D;q ¼ Edefected � Eperfect þ

X
k

Dnkmk þ q EVBM þ mFð Þ þ EMP;

(1)

where Edefected and Eperfect are the DFT energies of the supercell
that contains the defect and the perfect crystal supercell,
respectively. Dnk is the number of atoms of the species k in
the perfect crystal supercell minus the number of the atoms of
the same species in the defective cell. mk is the chemical
potential of the species k, EVBM is the energy of the valence
band maximum in the perfect crystal supercell, and mF is the
chemical potential of electrons (or the Fermi level) referenced
to the valence band maximum of the prefect crystal. Thus,
mF can take a value in the range from 0 to the value of the width
of the band gap in the perfect crystal. The latter was found to be

Fig. 1 Representative hydrogen defect structures. Interstitial mono-
hydrogen: (a) forming a h111i dumbbell with lattice oxygen, (b) in a h001i
crowdion site between two lattice oxygens, and (c) in a bond center site.
Hydrogen molecule: (d) substituting a lattice oxygen and oriented in h110i,
and (e) in an interstitial octahedral site and oriented in h001i. Green (large),
red (medium), and white (small) balls represent zirconium, oxygen, and
hydrogen, respectively. The sticks are guides for the eye and have no
physical significance.
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3.9 eV in our earlier work.31 Finally, EMP is the Makov–Payne
correction.41 In applying this correction, we used the experimental
value42 for the static dielectric constant of yttria-stabilized tetra-
gonal zirconia 39.8, which is in a good agreement with the DFT
predicted value of 42 for undoped zirconia.43 As demonstrated in
our previous work on the native defects of tetragonal zirconia,31

considering the leading term of this correction is adequate in
comparison with the computationally expensive finite size scaling
correction.44 We demonstrate this adequacy also for selected
hydrogen defects in the ESI.† In particular we found the absolute
error in the formation energies to be within 0.3 eV from the values
obtained by finite size scaling for hydrogen defects.

In thermodynamic equilibrium, there are constraints on the
chemical potentials of the species present in T-ZrO2. The
chemical potential of oxygen, mO, in T-ZrO2 cannot exceed
the chemical potential of the oxygen atom in the O2 molecule
in the gas phase. The latter is taken as 1/2, the DFT energy of

the oxygen molecule, thus, mO �
1

2
EDFT
O2

. The chemical potential

of hydrogen is constrained in the same way and hence,

mH �
1

2
EDFT
H2

. Similarly, the upper bound of the chemical

potential of zirconium, mZr, in T-ZrO2 is the chemical potential
of the zirconium atom in bulk zirconium metal. The latter is
taken to be the DFT calculated cohesive energy of zirconium atom
in hexagonal close-packed zirconium, thus, mZr r EDFT

Zr-metal. The
lower bounds of the chemical potentials of both zirconium and
oxygen are constrained by the expression: 2mO þ mZr ¼ EDFT

ZrO2
,

where EDFT
ZrO2

is the DFT calculated energy of the ZrO2 unit formula

in the bulk of perfect crystal T-ZrO2. Finally, the introduction of
hydrogen into the system imposes an additional constraint, which
is: 2mH þ mO � EDFT

H2O
, where EDFT

H2O
is the DFT calculated energy of

the water molecule in the gas phase. In our modeling for hydro-
gen defects in tetragonal zirconia, we considered the two extremes
which are oxygen rich (zirconium poor) and oxygen poor (zirco-
nium rich). The chemical potential of hydrogen was always set to
the highest value possible (hydrogen rich) but limited by the
formation of water as discussed above. The values of the chemical
potentials of all the species in the two limiting cases and the DFT
energies of the reference states that set the bounds discussed
above are summarized in the ESI.†

The binding energy is a measure of the thermodynamic
stability of a complex against dissociation into its constituents.
We define the binding energy, Eb, of a complex C whose charge
is q to be:

Eb ¼ max Ef
C;q �

X0 0 0
k

Ef
Dk;qk

 !
; (2)

where k represents each constituent defect of the complex C,
and the triple prime over the summation sign indicates the
three constraints imposed on the summation. The first is the
conservation of species, that is the defects D1, D2, . . . when
combined together have to be chemically equivalent to the
complex C. The second constraint is the conservation of charge,
that is q ¼

P
k

qk. Thus, the binding energy is neither dependent on

the chemical potential of species forming the complex, nor the
chemical potential of electrons. The third constraint is physically
motivated, and discards the dissociation pathways for the
complex that can lead to the formation of a disallowed charge
state for certain constituent defects, Dk. The last constraint is
concerned with the defects that exhibit negative-U behavior.
The latter are the singly charged oxygen vacancy as shown in
our previous study on the native defects,31 and the neutral
interstitial hydrogen atom as will be discussed in the Results
and discussion section. The max function in the definition
indicates that the stability of the complex is determined by its
easiest dissociation pathway. This is an important point to
emphasize as we believe that most of the binding energy values
for hydrogen complexes in ionic materials reported in the
literature are somewhat exaggerated because of limiting the
search to only one dissociation pathway. To the best of our
knowledge, only the work of Kang et al. on hydrogen defects in
HfO2 considered this important constraint.12 A concrete exam-
ple for the application of the above definition is discussed in
detail in the ESI.† The convention we adopt for the binding
energy in eqn (2) is such that negative values indicate stable
complexes and positive values indicate unstable complexes.

Strictly speaking the binding energy alone is not enough to
characterize the stability of defect complexes. A better metric
would be,�Eb + Ea, where Ea is the activation energy needed for the
dissociation of the constituents of the defect complex.23 In other
words, a defect may possess a positive binding energy (thermo-
dynamically unstable) but could be kinetically trapped and be
present because of the high activation energy for dissociation at a
given temperature. The formation of kinetically stabilized
defect complexes can occur in a non-equilibrium process such
as crystal growth or corrosion. In this paper we focus on the
thermodynamically stable defect complexes as these are antici-
pated to be the predominant in terms of concentration.

We emphasize here based on Sections 2.1 and 2.2 that we
will limit the discussion in what follows to the defects in the
configurations that have the lowest formation energy and in the
charge states that are both physically realizable and thermo-
dynamically stable against dissociation. In this context, ‘‘a
thermodynamically stable defect’’ means it has a negative
binding energy, while ‘‘a stable defect’’ indicates that its charge
is possible to realize in the simulation cell without delocalization
of electrons or holes. In the following, the defects that satisfy
both of these definitions are presented. In the ESI† we provide a
summary of all the charged defects that will be excluded from
the rest of the paper either because they have positive binding
energy, or because their charge is not possible to realize, or both.

2.3 Density functional theory calculations

The projector-augmented plane-wave method45 as implemented in
the Vienna Ab-initio Simulation Package (VASP),46–49 was utilized to
perform the density functional theory calculations. The 4s2 4p6 4d2

5s2 were treated as valence electrons for zirconium, and the 2s2 2p4

were treated as valence electrons for oxygen. Consistent with
our previous work on the native defects of tetragonal zirconia,31

we used a kinetic energy cutoff of 450 eV, a supercell composed

Paper PCCP

Pu
bl

is
he

d 
on

 1
1 

N
ov

em
be

r 
20

13
. D

ow
nl

oa
de

d 
on

 1
8/

12
/2

01
3 

20
:0

9:
16

. 
View Article Online

http://dx.doi.org/10.1039/c3cp54153c


1358 | Phys. Chem. Chem. Phys., 2014, 16, 1354--1365 This journal is© the Owner Societies 2014

of 2 � 2 � 2 conventional unit cells, and 2 � 2 � 2 Monkhorst–
Pack k-point mesh. The error in total energy with respect
to calculations performed using a kinetic energy cutoff of
600 eV is less than 5 meV per ZrO2. On the other hand the
error in the total energy with respect to calculations performed
using a 6 � 6 � 6 k-point mesh was found to be less than
1 meV per ZrO2.

The parameterization of Perdew, Burke, and Ernzerhof
(PBE)50,51 was used to represent the exchange–correlation.
The sufficiency of PBE alone without an extra on site Coulomb
interaction (DFT + U) to describe T-ZrO2 has been demon-
strated recently in the course of studying electron transfer on
the surfaces of metal oxides.52 The choice of standard PBE is
also desirable here to allow the investigation of the energetics
and the vibrational properties of a wide range of hydrogen
defects to compare their relative abundance. This type of inves-
tigation becomes computationally prohibitive if one appeals to
more accurate ab initio methods such as the hybrid functionals.
As explained in the Introduction, there is a lack of studies on
hydrogen defects in T-ZrO2 and a comprehensive study is needed
to set the ground for future work that can down-select a few of
these defects and study them more thoroughly using a higher
rung on the Jacob ladder.53

In order to understand the effect of the local structure in a
crystalline solid on the vibrations of hydrogen and also to
provide a computationally derived database that can be vali-
dated by Infra-Red and Raman spectroscopy measurements, we
calculated the vibrational frequencies for certain hydrogen
defects. In particular, whenever a hydroxyl group or a hydrogen
molecule is part of a thermodynamically stable defect, we
calculated their stretch mode frequency in the harmonic
approximation. We targeted these particular species because
their stretch mode frequency is known to be much higher than
the host vibrational modes and hence justifying fixing the host

ions while calculating the vibrational frequencies of hydrogen.
The details of the calculations are similar to what is presented
in ref. 31 except that we found a finite-difference distance of
0.008 Å is needed to obtain converged frequencies for hydrogen
defects in contrast to 0.004 Å used in our study of the native
defects. Since anharmonic effects and the limitations inherent
in DFT functionals (including hybrids) can significantly affect the
absolute values of the vibrational frequencies,54 it was suggested
that, Do, the difference between the harmonic frequency in the
crystalline solid and the harmonic frequency in the gas phase, is a
better metric to utilize when comparing with experiments. Thus,
the stretch mode of the hydrogen molecule and the hydroxyl
group in the solid was referenced to the same mode of these
species in the gas phase. Our calculated reference values are
4317 cm�1 for H2 and 3684 cm�1 for OH� in the gas phase.
The experimental values (anharmonic) for these modes are
4161 cm�1 and 3556 cm�1, respectively.55,56

3. Results and discussion
3.1 Defect energetics

In this section we discuss the formation energies of the three
categories of hydrogen defects, namely, the interstitial, the complex
with an oxygen vacancy, and the complex with a zirconium vacancy
in the two limiting cases of oxygen rich (oxidizing) and oxygen
poor (reducing) conditions. This is followed by a discussion of
the thermodynamic stability of the complexes utilizing the
binding energy as a metric.

3.1.1 Formation energies and thermodynamic transition
levels. Fig. 2 is a plot of the formation energies of hydrogen
defects as a function of the chemical potential of electrons under
(a) oxygen poor conditions and (b) oxygen rich conditions.
For each defect we show only the predominant charge states.

Fig. 2 The formation energy of hydrogen defects under (a) oxygen poor conditions and (b) oxygen rich conditions. The formation energies of oxygen
and zirconium vacancies taken from ref. 31 are also shown. Solid, dashed, dot-dashed lines indicate oxygen-related, interstitial, zirconium-related
defects, respectively. The shading indicates the range of the chemical potential of electrons accessible by self-doping due to the native defects as
determined in ref. 31.
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For comparison, we show also the formation energies of oxygen
and zirconium vacancies.31 The shading in the figure indicates
the range of the chemical potential of electrons accessible by
self-doping due to the native defects of T-ZrO2 as determined in
our previous work.31 The presence of hydrogen in T-ZrO2,
regarded as an extrinsic dopant, can affect this range. Quantifying
the effect of hydrogen on this range requires thermodynamic
analysis similar to what is presented in ref. 31 which is not the
scope of this work. Thus, the shaded range shown in Fig. 2 has to
be regarded as a very probable initial guess for the accessible
range in hydrogenated T-ZrO2. On the other hand, the remaining
range of mF can also be made accessible by doping with aliovalent
cations or anions, making it important to consider the region
outside the shading as well. Before discussing the details of Fig. 2,
it is important to stress that the thermodynamic transition levels
from charge q1 to charge q2 or each defect are independent of the
chemical potentials of species. Hence, in the discussion we will
quote the values of these levels. On the other hand, the range of mF

over which certain defects predominate over the others depends
on the chemical potential of species. Fig. 2 depicts only the two
extremes of mO (poor and rich) and the rich extreme of mH. Hence,
it is not that meaningful to quote in the discussion exact ranges of
mF over which predomination of certain defect takes place. We will
thus limit the discussion of predomination to qualitative trends.
It is straightforward, however, to derive from Fig. 2 quantitative
ranges of predomination at specific values of the chemical
potential of species when desired.

Our calculations indicate that interstitial hydrogen, Hi, exhibits
a negative-U behavior with a U value of �1.96 eV. Moreover, the
interstitial hydrogen defect was found to be amphoteric, i.e., it can
exist both as a hydride ion and as a proton in distinct ranges of mF.
The thermodynamic transition level (+/�) for interstitial hydrogen
from the proton to the hydride ion happens to be at 2.84 eV which
is within the range of mF accessible by self-doping due to the native
defects. Recently, it was also shown that interstitial hydrogen is
both amphoteric and a negative-U defect in monoclinic zirconia.21

A further confirmation of the negative U-behavior is evident from
the atomic and electronic structure of interstitial hydrogen defects
discussed in Section 3.2. The interstitial hydrogen molecule, (H2)i,
is predominantly neutral and has higher formation energy com-
pared to the interstitial mono-hydrogen.

The charge state (+) is predominant for the defect complex
made of a mono-hydrogen and an oxygen vacancy, HO, in almost
all the band gaps except for a narrow range close to the conduction
band where the neutral charge state predominates. This behavior
for this defect was found recently in monoclinic ZrO2 and HfO2.21

However, in another n-type oxide (ZnO) only the charge state (+)
was found to be dominant,2 while in a p-type oxide (Cu2O) each of
the charge states (�,0,+) was found to predominate a certain
region of the band gap.27 We also found that upon inserting
another hydrogen species in the oxygen vacancy site to form (2H)O,
the formation energy of the complex increases compared to
that of HO (except for a narrow range of mF under the oxygen
poor conditions). The tendency of the oxygen vacancy to reject
hydrogen clustering was also observed in ZnO and MgO.2

Contrary to the mono-hydrogen case, the neutral charge state

of the complex of two hydrogen and an oxygen vacancy, (2H)O is
predominant in most of the band gap except for a range of 1.3 eV
near the valence band where the (+) charge state predominates.

The predominant charge state for the complex made of a
mono-hydrogen and a zirconium vacancy, HZr, is (4�) and indeed it
is the only thermodynamically stable charge state. Interestingly
adding another hydrogen species into the zirconium vacancy to
form (2H/H2)Zr lowers the formation energy of the complex com-
pared to that of HZr and in this case multiple charge states are
thermodynamically stable. The charge state (2�) predominates
starting from the valence band edge up to the thermodynamic
transition level (2�/4�) at 3.4 eV. A similar tendency for hydrogen
accumulation in cation vacancies was also observed in Al2O3.39

This accumulation can take place in a non-equilibrium process
such as crystal growth24 or corrosion. The abundance of the
clusters formed in this process depends on the formation
energy of these clusters. Once equilibrium is reached in the
region in which hydrogen clusters were formed, the binding
energy would be the metric to decide their thermodynamic
stability. Quantifying the abundance, thermodynamic stability
and electronic structure of these complexes is of paramount
importance to assess the resistance of the oxide layers natively
grown on metal surfaces to the deleterious effects of hydrogen.
Hydrogen is known to interact strongly with the host lattice26

and can lead to bond breaking subsequently followed by
degradation of the mechanical properties of the host. While
this effect is well-studied in metals and is commonly termed as
hydrogen embrittlement,1 it is by far less studied in oxides. The
fact that two hydrogen species in a zirconium vacancy have
lower formation compared to the case of mono-hydrogen led us
to investigate two special cases where three or four hydrogen
species accumulate in a zirconium vacancy. These two cases are
discussed later.

Fig. 2 contrasts the predominant hydrogen defects under
oxygen poor and oxygen rich conditions. In the former case
(Fig. 2(a)), mono-hydrogen associated with an oxygen vacancy,
HO, in the charge state (+) predominates for most of the band
gap except for a narrow range close to the conduction band in
which the di-hydrogen oxygen vacancy complex, (2H)O, in the
neutral charge state predominates. Under the oxygen rich
conditions (Fig. 2(b)) and starting from the valence band edge, the
interstitial proton predominates over a range of mF. For the rest of
the band gap and up to the conduction band edge, the di-hydrogen
associated with a zirconium vacancy, (2H/H2)Zr, predominates first
in the charge state (2�) and then in the charge state (4�). Our
results under the oxygen poor conditions are consistent with the
experimental findings of Park and Olander.15 They observed that
under oxygen poor (reducing) conditions, the solubility of hydrogen
increases with the increase of the off-stoichiometry, x, in T-ZrO2�x in
accordance with our finding that hydrogen associates with oxygen
vacancies under these conditions.

We examined the clustering of 3H and 4H in a zirconium
vacancy in the charge states (�) and (0), respectively. The choice
of these particular charge states is justified in the atomic and
electronic structure Section 3.2. In Fig. 3 we present all the
zirconium related defects under oxygen poor (a) and oxygen
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rich conditions (b). It is clear from the figure that the clusters

ð3HÞ
0

Zr and (4H)�Zr predominate the hydrogen–zirconium vacancy
complexes in certain ranges of mF mainly in the p-type region. Under
the oxygen rich conditions these clusters have low formation
energies. This demonstrates that zirconium vacancies can act as
trapping sites for hydrogen and the resulting complexes can be
precursors for the adverse effects of hydrogen on the mechanical
stability of the oxide. Furthermore, as we show below, most of the
hydrogen–zirconium vacancy complexes have high binding energy.

3.1.2 Binding energies. The calculated binding energies for
the thermodynamically stable complexes are reported in
Table 1. Although in our classification of the defects presented
above we regarded the interstitial hydrogen molecule as an
elementary defect, it is also possible to consider it as a complex
formed due to association between a proton and a hydride ion.
Assuming the latter picture, we found it to be stable against
dissociation with a binding energy of �0.74 eV. The predominant
mono-hydrogen oxygen vacancy complex charge state identified
above is (+) and this indeed is a highly stable complex with a
binding energy �2.22 eV. For this complex, the calculation of

the binding energy for the charge states (2+) and (0) according
to our definition is problematic. The only possible dissociation
pathways for those two charge states involve the formation of a
disallowed charge state for a negative-U defect (that is the singly
charged oxygen vacancy and neutral interstitial hydrogen). We
reported in the table values calculated upon relaxing the
constraint of discarding the negative-U disallowed charge
states. Thus, H��O was deemed to be unstable, while H�O was
found to be stable with a binding energy of �1.5 eV. On the
other hand, the calculated binding energies for the di-hydrogen
oxygen vacancy complexes indicate relatively shallow binding.
We found the easiest dissociation pathway for these complexes
to involve the formation of H�O.

Only the charge state (4�) is stable thermodynamically for
the mono-hydrogen zirconium vacancy complex, HZr, with a
binding energy of �1.28. For the di-hydrogen zirconium vacancy

complex, the predominant charge states ð2HÞ
00

Zr and H2ð Þ
00 00

Zr have
binding energies of �2.79 eV and �1.06 eV, respectively. The
latter charge state is the only one in which the hydrogen
molecule exists as an entity in the vacant site. The cluster of

3H and zirconium vacancy, ð3HÞ
0

Zr, was found to be stable with a
binging energy of�1.17 eV, while the cluster formed between 4H
and a zirconium vacancy, (4H)�Zr, has a very shallow binding
energy of �0.02 eV. The limiting dissociation pathway of the

(4H)�Zr cluster is the one that leads to the formation of the ð3HÞ
0

Zr

cluster and an interstitial proton.
To reiterate, clustering of hydrogen in zirconium vacancies

can lead to the formation of thermodynamically stable defects,
a result of significant importance for the mechanical properties
of oxides.

3.2 Defect atomic and electronic structures

Understanding the defect atomic and electronic structure is of
utmost importance. On one hand it can help in rationalizing

Fig. 3 The formation energy of hydrogen defect complexes with a zirconium vacancy including the two special clusters that contain 3H and 4H under
(a) oxygen poor conditions and (b) oxygen rich conditions. The formation energy of the zirconium vacancy is included for comparison. The shading
indicates the range of the chemical potential of electrons accessible by self-doping due to the native defects as determined in ref. 31.

Table 1 The binding energy of the thermodynamically stable hydrogen
defect complexes

Complex Binding energy (eV)

(H2)�i �0.74

H��O ;H
�
O;H

�
O;H

0
O

+0.59,a �2.22, �1.5,a �0.74

ð2HÞ�O; ð2HÞ
�
O; ð2HÞ

0

O
�0.09, �0.76, �0.78

H
00 00
Zr

�1.28

ð2HÞ�Zr; ð2HÞ
0

Zr; ð2HÞ
00

Zr; H2ð Þ
00 00

Zr
�2.65, �2.79, �2.94, �1.06

ð3HÞ
0

Zr; ð4HÞ
�
Zr

�1.17, �0.02

a The only possible dissociation pathways for these complexes involve
the formation of a disallowed charge state for a negative-U defect. Here
we report the values computed based on eqn (2) but by relaxing the
constraint related to the negative-U defects.
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many of the energy-based results. On the other hand it provides
a basis for fundamental measurable quantities that can be
probed experimentally such as the net spin of a defect that
can be probed in muon spectroscopy16 and characteristic
vibrational frequencies that can be detected in Raman and
Infra Red spectroscopy.57 In this section, we discuss the atomic
and electronic structure of each of the three categories of
hydrogen defects. In particular, for each category we examine
the geometry of the minimum energy configuration of each
defect. In addition, we utilize the net spin density and Bader
charge analysis as metrics to understand the electron distribu-
tion within the defect. This analysis is complemented by
examining the stretch mode frequency of any hydroxyl group
or hydrogen molecule that resides as an entity within the
defect. As discussed in Section 2.3 we report the difference,
Do, between the harmonic stretch of the species in the
condensed phase and the harmonic stretch of the reference
(OH� or H2) in the gas phase. For comparison purpose, we
report here that our calculated O–H and H–H bond lengths in
the gas phase OH� and H2 are 0.977 Å and 0.751 Å, respectively.
For each of the upcoming figures, the color code and the
orientation of the simulation cell is the same as in Fig. 1.

3.2.1 Interstitial defects. Fig. 4 depicts the minimum
energy configuration for the possible charge states of intersti-
tial mono-hydrogen (a–c) and interstitial hydrogen molecule
(d and e). An isosurface of the net electronic spin density is also
shown whenever the defect exhibits a net magnetic moment.
Closely related to Fig. 4 is Table 2 in which we present the
calculated Bader charges, the bond length of any OH� or H2

species and the quantity Do defined above.
The underlying structure for both the charge states (+) and

(0) of interstitial mono-hydrogen is a hydroxyl group formed
between hydrogen and one of the lattice oxygens and oriented
in h111i. The same structure was also identified through DFT
calculations on T-ZrO2 in ref. 6. Furthermore, we found that the
net spin localized on the defect in the case of the neutral charge

state is zero, indicating that the 1s electron of the hydrogen
atom is in a shallow electronic state right at the edge of the
conduction band. This was also found to be the case in mono-
clinic zirconia through electronic density of states calculations.58

Thus, in the neutral DFT simulation cell the hydrogen is indeed a
proton and most of the 1s electron wave function is delocalized.
This is supported by the very similar Bader charge, O–H bond
length, and Do for (+) and (0) cases. This also is in accordance
with the negative-U behavior identified through the energetics
in Section 3.1.1. A general feature that we observe for all the
OH� groups that arise in the hydrogen defects in T-ZrO2 is
the reduction of the stretch frequency (e.g. �279 cm�1 for the
interstitial proton) compared to the gas phase OH�. This is an
important signature that is amenable to investigation in Raman
and Infra Red spectroscopy experiments. A more striking feature
was identified for H2 vibrations and is discussed below.

The favorable site for the hydride ion was found to be the
octahedral site as shown in Fig. 4(c). This is expected given
the electrostatic repulsion between the eight oxygen ions in the
conventional unit cell and the hydride ion. The zero net spin on
the defect and the negative Bader charge both indicate the
pairing between two 1s electrons on the interstitial hydrogen
and confirm its character as a hydride ion.

The neutral interstitial hydrogen molecule was found to be
oriented in the h001i direction as depicted in Fig. 4(d). The
bond length of the interstitial molecule is shortened by 0.012 Å
and the stretch mode frequency is enhanced by +84 cm�1

compared to the gas phase. Our calculations indicate that this
is a general feature for all the neutral hydrogen molecules that
arise in a defect in T-ZrO2. This is strikingly the opposite of
what was found for the interstitial hydrogen molecule in
semiconductors both experimentally and theoretically.54 The
shortening of the bond length of the molecule and the upshift
of its vibrational frequency are the signature of enhanced
intramolecular interaction. Such enhancement of the intra-
molecular interactions for a molecule due to the intermolecular
interactions in the condensed phase is counterintuitive.59 We
believe that this important finding requires future experi-
mental confirmation. We also found that the di-hydrogen anion
is stable in the crystalline environment of T-ZrO2 in the h100i
direction. The extra electron added to H2ð Þ�i to form H2ð Þ

0

i is
mainly shared among the surrounding zirconium cations as

Fig. 4 The minimum energy structures of the thermodynamically stable
interstitial hydrogen defects together with an isosurface for the net spin
density (if nonzero). (a) H�i , (b) H�i , (c) H

0
i , (d) ðH2Þ�i , and (e) H2ð Þ

0
i . The

yellow isosurface is taken at 0.01 Å�3.

Table 2 Calculated properties for the interstitial hydrogen defects. Bader
charges are shown for hydrogen only. The distance, d, is the bond length
of H2 or OH� if either of them was detected in the simulation cell. The
frequency difference, Do, is defined in Section 2.3

Defect Bader charge (e) d (Å) Do (cm�1)

H�i +0.62 O–H: 0.986 �279a

H�i +0.61 O–H: 0.987 �310a

H
0
i

�0.49 — —

(H2)�i �0.11, +0.04 H–H: 0.739 +84b

H2ð Þ
0

i
�0.14, �0.01 H–H: 0.786 �825b

a The reference is the stretch mode of OH�. b The reference is the
stretch mode of H2.
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indicated by the net spin density in Fig. 4(e) and the Bader
charge analysis. On the other hand, the di-hydrogen cation was
found to be unstable in the crystalline environment of T-ZrO2.
Our findings related to the di-hydrogen anion and cation are
consistent with what is generally known about these molecular
ions, i.e., the former is stable in a condensed phase but not in
the gas phase while the converse applies for the latter.60

3.2.2 Hydrogen–oxygen vacancy complexes. The key to
understand the structure of hydrogen–oxygen vacancy complexes
is to recall the electronic structure of the oxygen vacancy identified
previously.31,61 The latter was found to have a negative-U char-
acter. In addition, it was found that the neutral oxygen vacancy
has the electronic structure of an F-center where two d-electrons
from the neighboring zirconium ions localize on the vacant site.
Removing one of these electrons to create a singly charged
vacancy leads to the localization of the remaining electron
right on the vacant site. Removing the last electron leads to
the formation of the doubly charged oxygen vacancy. In Fig. 5
we show the minimum energy configuration for the possible
charge states of the complexes formed between the oxygen
vacancy and the mono hydrogen (a–c), and between the oxygen
vacancy and the di-hydrogen (d–f). Whenever a defect exhibits a
net magnetic moment, an isosurface of the net spin density is
also shown. In Table 3 we present the calculated Bader charges
for the hydrogen species associated with the oxygen vacancy
and the distance between the two hydrogen species if they
coexist in the vacant site. This distance is not a bond length,
because we did not detect any chemically bonded species when
hydrogen associates with an oxygen vacancy. Thus, we did not
calculate the vibrational frequencies of hydrogen in oxygen
vacancies as the lack of chemical bonding leads to severe
reduction in its frequencies. This reduction makes hydrogen
vibrations not very distinguishable from the host vibrations.

The thermodynamically stable most positive charge state for
the mono-hydrogen oxygen vacancy complex is (+). The associa-
tion results in a hydride ion located almost at the center of a
doubly charged oxygen vacancy as shown in Fig. 5(a). Bader
charge analysis also supports that the hydrogen species in this

case is a hydride ion. This charge state was found to be
energetically predominant for most of the band gap of T-ZrO2.
Adding one more electron to obtain the charge state (0) leads to
the localization of this electron in the d orbitals of two neighboring
zirconium ions at the edge of the conduction band minimum
as shown in Fig. 5(b). This structure is akin to the so-called
multicenter bond configuration for hydrogen in the oxygen
vacancy in metal oxides.2 The charge state (�) is obtained by
adding one more electron, the resultant is a hydride ion
associated with an F-center. The strong repulsion between the
two electrons of the F-center and the hydride ion renders this
charge state very unfavorable energetically.

We did not find any evidence that the hydrogen molecule can
exist in an oxygen vacancy in T-ZrO2. Thus, any two hydrogen
species in an oxygen vacancy are not bonded together; instead they
exist as an oriented dumbbell. We found that this dumbbell is
favorably oriented in the h110i direction for all the charge states.
The thermodynamically stable most positive charge state for two
hydrogen species in an oxygen vacancy is (+). The structure of this
complex, shown in Fig. 5(d), consists of two hydrogen atoms
separated by a distance of 0.984 Å associated with a singly charged
oxygen vacancy. The charge density of the electron of the singly
charged vacancy is spread over the two hydrogen atoms and the
surrounding oxygen and zirconium ions. The distance between the
two hydrogen atoms is significantly larger than the bond length of
the hydrogen molecule or even the di-hydrogen anion (compare
with Table 2). The charge state (0) of the complex, shown in Fig. 5(e),
consists of two hydride ions associated with a doubly charged
oxygen vacancy. The partial charges on the two hydrogen species
confirm their identification as hydride ions. Finally, obtaining the
charge state (�) by adding one further electron leads to its localiza-
tion on the d orbitals of two neighboring zirconium cations as
shown in Fig. 5(f). The strong repulsion between the two hydride
ions and the extra localized electron elongated the H–H distance to
2.071 Å and renders the charge state energetically unfavorable, but
still thermodynamically stable.

3.2.3 Hydrogen–zirconium vacancy complexes. Before
discussing hydrogenated zirconium vacancies, we recall the
electronic structure of pristine ones that we identified
previously.31 The neutral zirconium vacancy has the V-center
structure where the vacant site is surrounded by four holes
localized on four neighboring oxygen ions. By filling the four
holes with electrons one by one, we obtain all the possible

charge states until filling all of them and obtaining V
00 00
Zr.

Fig. 5 The minimum energy structures of the thermodynamically stable
hydrogen–oxygen vacancy complexes together with an isosurface for the
net spin density (if nonzero). (a) H�O, (b) H�O, (c) H

0
O, (d) ð2HÞ�O, (e) ð2HÞ�O, and

(f) ð2HÞ
0
O. The yellow isosurface is taken at 0.01 Å�3.

Table 3 Calculated properties for the hydrogen oxygen vacancy complexes.
Bader charges are shown for hydrogen only. The distance, d, is between two
hydrogen species and does not correspond to a bond length

Defect Bader charge (e) d (Å)

H�O �0.59 —
H�O �0.66 —

H
0
O

�0.76 —

ð2HÞ�O �0.24, �0.19 0.984
(2H)�O �0.50, �0.52 1.928

ð2HÞ
0

O
�0.55, �0.56 2.071
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The latter was reckoned to be the predominant energetically.
Fig. 6 shows the minimum energy configuration for all the
possible and thermodynamically stable charge states for the
hydrogenated zirconium vacancies. An isosurface of the net
spin density is shown whenever a defect exhibits a net magnetic
moment. Table 4 shows the calculated Bader charge for
hydrogen in zirconium vacancies, and the bond length and
Do for any OH� or H2 species in the defect.

For the defect complex made of a mono-hydrogen and a
zirconium vacancy, only the (4�) charge state is thermodyna-
mically stable. The atomic and electronic structure of this
defect depicted in Fig. 6(a) reveals that hydrogen in atomic

form is located at the center of V
00 00
Zr. The spherically symmetric

net spin density of the 1s electron localized on hydrogen is
clearly observed. The key to comprehend hydrogen molecule–
zirconium vacancy interactions is the following rule that we
deduced from our DFT simulations. The priority is to fill the
holes localized on the oxygen ions surrounding the zirconium
vacancy. This is accomplished by dissociating the H2 molecule
and donating its two electrons to fill the holes. The resulting
two protons bind to two of the surrounding oxygens to form
hydroxyl groups. Upon filling all the holes, the H2 molecule can

be stabilized in the vacant site. With this rule in mind we
observe in Fig. 6(b) that the association between H2 and V�Zr
leads to the dissociation of the molecule, filling two holes on
two oxygen ions, forming two OH� groups between the result-
ing two protons and the two hole-free oxygen ions, and finally
leaving two holes localized on other two oxygen ions. Adding
one electron to obtain the charge state (�) leads to filling one
more hole as in Fig. 6(c). Adding one further electron fills the
last hole and leads to the charge state (2�) shown in Fig. 6(d).
This charge state is the one that predominates energetically for
a wide range in the band gap of T-ZrO2 as discussed in Section
3.1.1. At this stage trying to add one more electron to obtain the
charge state (3�) does not lead to the localization of the
electron on the defect. The reason is that no more holes are
available for recombination and also the di-hydrogen cation
cannot be stabilized in the condensed environment of T-ZrO2

as mentioned above. Thus, the charge state (3�) cannot be
realized. However, the charge state (4�) is possible where the
last added two electrons lead to the formation of the H2

molecule in the vacant site with h111i orientation being the
most favorable as shown in Fig. 6(e). The Bader charge analysis
supports the arguments presented above, where all the identi-
fied protons have a partial charge of about +0.6e and all the
neutral species (H2 and H) have an almost zero partial charge as
shown in Table 4. Also in accordance with what we identified
earlier, the stretch frequency of any OH� associated with
zirconium vacancy is red-shifted while that of the H2 molecule
associated with zirconium vacancy is blue-shifted.

The rule identified above for the di-hydrogen interaction
with a zirconium vacancy is what guided our choice to examine
the charge states (�) and (0) for the 3H and 4H, respectively.
Consider the neutral zirconium vacancy with 4 holes surround-
ing the vacant site as the starting point. Inserting 3H leads to
filling three holes and forming three OH� groups between the
resultant protons and hole-free oxide ions. Given that hole
localization on the oxide ion is not favored by the Madelung
potential of the oxide,62 we decided to the fill the last hole with
an electron and hence considering the charge state (�). In the
case of 4H, the electrons provided by the hydrogen species are
enough to fill all the holes and eventually forming four OH�

groups. However, it seems that the repulsion between the four
protons is strong such that the binding energy of this complex
is only�0.02 eV. Fig. 7 shows the relaxed structure for these two
special clusters. In Table 5 we report the calculated Bader
charge for the hydrogen species together with the bond lengths

Fig. 6 The minimum energy structures of the thermodynamically stable
hydrogen–zirconium vacancy complexes together with an isosurface for
the net spin density (if nonzero). (a) H

00 00
Zr , (b) ð2HÞ�Zr, (c) ð2HÞ

0
Zr, (d) ð2HÞ

00
Zr,

and (e) H2ð Þ
00 00
Zr . The yellow isosurface is taken at 0.01 Å�3.

Table 4 Calculated properties for hydrogen–zirconium vacancy com-
plexes. Bader charges are shown for hydrogen only. The distance, d, is the
bond length of H2 or OH� if either of them was detected in the simulation
cell. The frequency difference, Do, is defined in Section 2.3

Defect Bader charge (e) d (Å) Do (cm�1)

ðHÞ
00 00

Zr
+0.04 — —

(2H)�Zr +0.63, +0.63 O–H: 0.974, 0.974 �120, �130a

ð2HÞ
0

Zr
+0.62, +0.62 O–H: 0.975, 0.975 �91, �103a

ð2HÞ
00

Zr
+0.62, +0.62 O–H: 0.977, 0.977 �56, �71a

H2ð Þ
00 00

Zr
�0.04, +0.03 H–H: 0.738 +145b

a The reference is the stretch mode of OH�. b The reference is the
stretch mode of H2.

Fig. 7 The relaxed structures of the clusters (a) ð3HÞ
0
Zr, and (b) ð4HÞ�Zr.
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and the vibrational frequencies for the hydroxyl groups. Bader
charge analysis confirms that all the hydrogen species in these
two clusters are protons. In addition to this, the vibrational
frequencies of all the OH� groups are downshifted conforming
to the trend we identified for all OH� in T-ZrO2.

4. Conclusion

The energy-structure paradigm was adopted to study hydrogen
defects in tetragonal ZrO2 by means of density functional theory
simulations. Defect energies were analyzed by two metrics; the
formation energy and a thorough formulation of the binding
energy of a defect complex. The atomic and electronic structures
of the defects were examined utilizing Bader charge analysis,
shifts in the vibrational frequencies and the DFT-calculated
relaxed geometries and net spin densities.

Our results indicate that under oxygen poor conditions and
for most of the values of the chemical potential of electrons, the
predominant form of hydrogen defects is H�O. H�O is a complex
formed by the association of a hydride ion and a doubly
charged oxygen vacancy. This complex is very stable thermo-
dynamically with a binding energy of �2.22 eV. Furthermore,
this observation is consistent with the proportionality between
hydrogen solubility and the degree of hypostoichiometry
observed experimentally under oxygen poor conditions. Under
oxygen rich conditions several hydrogen defects predominate
depending on the chemical potential of electrons. Starting
from the edge of the valence band and toward the edge of
the conduction band these are interstitial protons, then the

complex ð2HÞ
00

Zr, and finally for the rest of the band gap, the

complex H2ð Þ
00 00

Zr. The latter two complexes are thermodynami-
cally stable with binding energies of �2.94 eV and �1.06 eV,

respectively. In ð2HÞ
00

Zr the two hydrogen species exist in the
zirconium vacancy in the form of hydroxyl groups, while

in H2ð Þ
00 00

Zr they exist as a hydrogen molecule.
We found out that zirconium vacancies have a tendency to

act as hydrogen accumulators up to three hydrogen species per
vacancy. This tendency of cation vacancies can be a precursor
for the degrading effect of hydrogen on the mechanical proper-
ties of T-ZrO2 and the metal oxides in general.

Finally, in order to assist future experimental detection of
hydrogen defects in T-ZrO2, we calculated the shifts in the
vibrational frequencies of hydroxyl groups and hydrogen mole-
cules that can arise as hydrogen defects in T-ZrO2 taking their
gas phase frequencies as reference. Without exception, we
observed that all the hydroxyl groups experience a red-shift

while all the hydrogen molecules experience a blue-shift in
tetragonal zirconia.

We believe that the comprehensive study presented here
concerning hydrogen defects in T-ZrO2 is a major milestone in
our understanding of technologically important phenomena
such as hydrogen pickup in zirconium alloys in nuclear reac-
tors, the low temperature degradation of zirconia ceramics in
biomedical applications, and the adverse effects of hydrogen on
zirconia gate dielectrics.
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